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Ostensive communication, the paradigm case of which is verbal com-
munication, is the domain of a dedicated cognitive system, according to 
Relevance Theory (RT). This ‘pragmatics’ module is responsible for infer-
ring the content or meaning that the communicator intends by his/her 
ostensive stimulus. An important sub-process within the system is the 
adjustment or modulation of lexically-encoded meaning, which makes it 
possible for speakers to communicate a vastly greater range of concepts 
than those that are stably encoded in their linguistic system. This includes 
the meaning communicated by at least some cases of metaphorically-used 
language. Taking a broadly Fodorian view that lexical concepts are atomic 
(unstructured), this paper looks at some issues raised by the idea that 
addressees infer ad hoc concepts as part of the on-line comprehension proc-
ess. As a cognitive-scientific theory, RT is open to evidence from a range of 
sources, including native speaker-hearer intuitions, recorded instances of 
linguistic communication (corpus data) from both communicatively typical 
and atypical populations, results from relevant psychological and psycholin-
guistic experiments, and findings in cognitive neuroscience on brain activa-
tion during both utterance production and comprehension. At the end of the 
paper, some tentative suggestions are made of questions arising from work 
in theoretical lexical pragmatics which might be amenable to investigation 
at the neuropragmatic level.* 
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1. Introduction: Relevance Theory as cognitive science

Pragmatics within the Relevance Theory framework is fun-
damentally cognitive-scientific as distinct from pragmatic theories 
whose basis is philosophical, sociological or linguistic. The account of 
communication and comprehension that it aims to provide focuses on 
the on-line processes of utterance interpretation and the nature of the 
mental system(s) responsible for them (Sperber & Wilson 1986/1995; 
Wilson & Sperber 2004). 
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Relevance Theory (RT) has developed in tandem with two impor-
tant and closely connected ideas in cognitive science: (1) that the 
mind is modular, and (2) that many mental processes are performed 
by ‘fast and frugal’ heuristics. Arguments from evolutionary psychol-
ogy suggest that the mind is massively modular, in the sense that a 
great many distinct dedicated procedures and processes have evolved 
to solve specific cognitive problems (Cosmides & Tooby 1994; Sperber 
2002).1 And it seems that, in solving a wide variety of everyday prob-
lems, we employ rather simple, albeit ecologically rational, heuris-
tics rather than foolproof algorithms or explicit reasoning processes 
(Gigerenzer et al. 1999). These mechanisms making up the mind’s 
‘adaptive toolbox’ are fast and frugal in that they carry out limited 
computations and consult just a small salient subset of all the avail-
able information, rather than working through myriad possibilities 
and comparing candidate solutions. A process of this sort can only 
achieve a high degree of accuracy in a domain to whose particular 
characteristics it is specifically tailored or adapted. 

The relevance-theoretic approach to communication situates 
pragmatics within this sort of cognitive framework, that is, one which 
consists of largely domain-specific capacities, each with the function 
of solving a specific long-standing problem in human mental life and 
employing quick, relatively cheap computations to do so (Sperber & 
Wilson 2002; Wilson 2005). The human pragmatic capacity is such 
a dedicated system: its specific domain is ostensive stimuli (verbal 
utterances and other acts of ostensive communication) and the com-
prehension procedure it employs is a fast and frugal heuristic. The 
procedure can be stated simply and informally as follows: for any 
ostensive stimulus, assess hypotheses about its interpretation in 
order of their accessibility and accept the first one that meets current 
expectations of relevance (where occasion-specific expectations of rel-
evance are regulated by a general presumption of ‘optimal relevance’ 
conveyed by all instances of ostensive communication). This heuristic 
is, of course, underpinned by an account of the nature of cognitive rel-
evance (which is, in brief, a positive function of cognitive effects and 
a negative function of processing effort) and of what it is for an osten-
sive stimulus to be optimally relevant. For the full story, see Wilson 
& Sperber (2004).

While ideas in cognitive science have had a formative influence 
on relevance-theoretic pragmatics from its beginnings, a more recent 
development is the use of experimental techniques from cognitive 
psychology and psycholinguistics, which are increasingly bring-
ing rich empirical evidence to bear on aspects of the theory (see, for 
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instance, the papers in Noveck & Sperber 2004). Reaction time data 
derived from experiments employing a range of task types, including 
self-paced reading, sentence verification, acceptability judgements, 
lexical decision or naming within a cross-modal priming paradigm, 
among others, have provided valuable evidence about the nature 
and time-course of utterance comprehension processes. For instance, 
there is now extensive experimental work testing (and confirming) 
the RT view of scalar implicatures as context-sensitive and thus 
effortful inferences versus an alternative view of them as default and 
automatic (see, in particular, Breheny et al. 2006; Noveck & Sperber 
2007). There is also experimental work, using a variety of priming 
techniques, which shows that the activation and deactivation of con-
ceptual information is significantly different in the pragmatic proc-
esses of meaning selection (disambiguation) and meaning construction 
(accessing metaphorical meaning and enriching lexical concepts). 
This provides some initial encouragement for the current RT account 
of metaphor comprehension and of lexical meaning adjustment more 
generally (Rubio Fernández 2007; 2008), although further detailed 
testing is needed. 

More recently still, insights and techniques from cognitive neuro-
science have begun to yield new kinds of data, with the potential for 
providing a further source of empirical evidence bearing on processing 
predictions coming from relevance theory and some other pragmatic 
theories (for useful overviews, see Bambini 2005; Bambini & Bara 
forthcoming). Neuroscientific methodologies, including electrophysi-
ological recordings of neural activity in the brain and a range of brain 
imaging techniques, are now being employed in studies of language 
processing, in particular at the level of lexical/syntactic decoding, but 
also at the level of pragmatic inference.2 For instance, ERP studies, 
which have the advantage of being time-locked to the onset of the 
stimulus under scrutiny, have already yielded results which are con-
sistent with the RT view that the derivation of scalar implicatures is 
not an automatic default but an effort-demanding inferential process 
(see Noveck & Posada 2003 and Chevallier et al. this issue). This evi-
dence converges pleasingly with the psychological evidence from the 
timing studies referred to above.

A property of ERP studies which is potentially illuminating for 
pragmatics is their ability to reveal the occurrence of distinct kinds 
of neurophysiological responses during the time-course of a particular 
cognitive process, thereby providing insights into processing load which 
are inaccessible to the standard reaction time measures made within 
many of the psycholinguistic paradigms adopted into experimental 
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pragmatics. As Coulson (2004: 199) points out, it is possible for two cog-
nitive processes or tasks to take the same amount of time, but for one 
to recruit more neural processing resources and thus to be more costly 
and complex than the other. Coulson goes on to outline how this sort 
of evidence from ERP studies has already been employed in choosing 
between different accounts of metaphor comprehension versus literal 
processing, finding in favour of those which deny a qualitative differ-
ence between them with regard to the neural resources they deploy. 
More generally for relevance theory, since processing effort (together 
with cognitive effects) is a key component in assessing the relevance, 
hence the ‘correctness’, of an utterance interpretation, it seems that 
ERP graphs could take us one step further than temporal measure-
ment of overt behaviour in understanding why certain interpretations 
of utterances win out over others. Thus, albeit with important caveats 
(see note 2), we can look forward to the new evidence that neuroprag-
matics, alongside psychopragmatics, may provide towards confirming 
or disconfirming our theoretical accounts of pragmatic phenomena.

In this paper, which is pitched entirely at the level of cognitive 
theorising and a rather speculative variety at that, I set out some 
issues that arise within the relevance-theoretic account of how words, 
as tools in ostensive communication, are understood in context to 
convey a range of different meanings (including cases of metaphorical 
meaning), which are pragmatically inferred for the specific occasion 
of use. At the end of the paper, I briefly outline some questions whose 
ultimate resolution might be aided by the kind of empirical evidence 
attainable from studies using techniques from both psychopragmatics 
and neuropragmatics. 

2. Explicature and lexical pragmatics

It is a basic assumption of RT pragmatics that the meaning 
encoded in the linguistic expression type that a speaker utters inevi-
tably underdetermines the content that she communicates, not only 
her implicatures, but also the propositional content she communicates 
explicitly (the ‘explicature’ of the utterance). In other words, there is 
no proposition communicated whose content is recoverable by linguis-
tic decoding processes alone; pragmatic inference inevitably plays a 
role in the recovery of speaker meaning, that is, her overtly intended 
content (Carston 2002: ch. 1; 2009).

There is a range of pragmatic tasks involved in determining 
the proposition explicitly communicated, including disambiguation, 
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assignment of referents to indexicals and filling in missing constitu-
ents, as illustrated in (1), and various other enrichments or adjust-
ments of encoded content, as indicated in the examples in (2) (where 
the particular propositional meaning given here is, of course, just one 
of indefinitely many possibilities): 

(1)	 He has taken enough from her.
	 Communicating: Jim has endured enough abusive treatment from 

Mary

(2)	 a. I’ve eaten.
	 Communicating: I’ve eaten dinner tonight

	 b. He told her the combination and she opened the safe 
	 Communicating: Tom told Sue the combination for the lock and Sue 

opened the safe using the combination Tom had given her

	 c. The water is boiling.
	 Communicating: The water is very hot [not necessarily at boiling 

point]

The proposition explicitly communicated in (2a) contains constit-
uents of content that don’t appear in the surface form of the sentence 
uttered and, arguably, not at any deeper level of linguistic structure 
either. Such constituents are known as linguistically unarticulated 
constituents (UCs) and their existence is a source of considerable 
contention. A similar point could be made about (2b) since the predi-
cate opened the safe has been considerably enriched on the basis of 
the presumed relevance of the preceding clause (which itself requires 
disambiguation and enrichment of ‘combination’). Another possible 
analysis here, though, is that the general concept open encoded by 
the verb open is narrowed down to a more specific concept open* with 
the approximate meaning of ‘open x using a particular combination 
of letters and numbers’. Such a pragmatic adjustment of a lexically 
encoded concept seems more evidently to have taken place in (2c) 
where boiling has been used loosely, perhaps hyperbolically, for a 
broader concept boiling* which encompasses both the normal boiling 
point of water (99.97 degrees Celsius) and a range of somewhat lower 
temperatures. 

As this brief survey of pragmatic contributions to the level of 
explicature indicates, some of the pragmatic processes at work here 
are linguistically indicated or required (indexical saturation, disam-
biguation) while others seem to be free from such linguistic mandate 
and motivated entirely by the presumption that the utterance will 
meet a certain standard of communicative relevance. In this paper, I 
will concentrate on the processes of lexical adjustment which underlie 
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the widespread observation that a word which seems to have a sin-
gle stable meaning in the linguistic system can nevertheless be used 
to express a wide range of distinct concepts on different occasions of 
utterance. This is less controversial than the idea that there may be 
constituents of explicature content that are wholly unarticulated by 
the linguistic form used (as claimed for (2a) above) and a promising 
suggestion is that, in the long run, many instances put forward as 
UCs will turn out instead to be cases of pragmatic adjustment of lin-
guistically encoded meaning (as suggested for open in (2b) above).

As discussed in recent relevance-theoretic work, modulation 
or adjustment of the meaning encoded by a linguistic constituent 
involves an interaction among the lexically encoded concept, the other 
concepts encoded by the utterance and contextual information, con-
strained by the hearer’s expectation of relevance (see, for example, 
Wilson & Carston 2007). The outcome of this process is what is known 
as an ad hoc concept (‘ad hoc’ in that it has to be inferentially derived 
on, and for, the particular occasion of use) and, as in the examples 
just discussed, it is marked with an asterisk (boiling*, open*, etc.) to 
distinguish it from the context-independent lexically-encoded concept 
(boiling, open, etc.).3 The pragmatically derived concept may be more 
specific or more general than the encoded concept; that is, its denota-
tion may be either a proper subset or a superset of the denotation of 
the linguistically encoded concept, or it may be a combination, both 
extending the lexical denotation and excluding some part of it. 

In order to appreciate how productive this lexical pragmatic proc-
ess is, consider the following simple example: 

(3)	 Let’s dance.

It’s not too difficult to think of a range of scenarios in each of 
which dance would be understood somewhat differently: suppose 
speaker and addressee are (a) at a ball where the orchestra has just 
started playing a waltz, (b) at a Scottish céilidh where a six-person 
round is about to begin, (c) at a party where people are moving about 
individualistically, apparently in response to blaring rock music, or (d) 
suppose the speaker is Rudolf Nureyev addressing Margot Fonteyn. 
Although the word dance is used literally in all these cases, the par-
ticular concept expressed is likely to be distinct in the four situations, 
each one a more specific (narrower) concept than the lexically encoded 
concept dance. Suppose next that the interlocutors are, in fact, already 
dancing but in a somewhat unenergetic lacklustre way when one of 
them, inspired by a change in the music, utters (3), thereby commu-
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nicating a concept that might be roughly paraphrased as ‘dance in 
an intense, focussed, lively way’, or ‘do our flamboyant party piece’, 
hence further narrowings of the lexical concept. Equally, the opposite 
sort of concept adjustment, loosening or broadening, could result in 
any of a range of concepts, from those that involve extensions to the 
range of bodily movements included in the denotation, for instance, 
what might be roughly paraphrased as ‘walk together in a light, 
rhythmic way, keeping in step with each other’, through to those of a 
more clearly metaphorical nature, like ‘spend our life harmoniously 
together, attuned and responsive to one another, never moving far 
apart’. Further variations in the ‘dance’ concept expressed will come 
with a change of subject: consider, for instance, Bees dance to tell their 
conspecifics where nectar is located, or See how the daffodils dance in 
the breeze. In short, the unambiguous verb dance might be used to 
communicate any of an indefinite range of related concepts (dance*, 
dance**, dance***, …). See Carston (2002), Wilson & Carston (2007; 
2008) for more examples and more detailed analysis and explanation.

As noted above, this is a ‘free’ pragmatic process in that nothing 
in the linguistic form indicates that it must be carried out; it is there-
fore optional, that is, there are contexts where the encoded lexical 
concept would suffice (an utterance of Children in most cultures dance 
spontaneously might be an example where the encoded concept dance 
is communicated). The consensus is that these pragmatic adjustments 
contribute to explicature (hence to the truth-conditional content of the 
utterance) rather than merely being implicated (for arguments sup-
porting this point, see the references immediately above).

Although contextualist philosophers of language have for quite 
some time been pressing the point that word meaning is irremedi-
ably context-sensitive and occasion-specific (see, in particular, Travis 
2008), the attempt to give a cognitive account of the mechanisms and 
processes involved is quite recent. Thus there are many intriguing 
questions yet to be pursued, in particular concerning the nature of 
ad hoc concepts in the mind, how they are ‘constructed’ or accessed 
in the course of utterance comprehension, how they can be progres-
sively conventionalised and lose their ‘ad hoc’ status, and so on. In 
this paper, I’ll take up two central issues (or sets of issues). The first 
concerns the nature of the linguistic semantic input to the pragmatic 
modulation processes, specifically whether or not lexically encoded 
concepts are atomic or structured/decompositional, a question which 
then arises in turn for the output, that is, the derived ad hoc concepts 
themselves. The second array of issues concerns certain figurative 
uses of words (and phrases), including metaphor, simile and meton-
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ymy. Each of these gets a different treatment within RT: metaphor 
is claimed to be a case of loose use (on a continuum with approxima-
tions, category extensions and hyperboles) and so is accounted for by 
the same inferential mechanism of concept adjustment as the cases 
just discussed; similes have received little attention, but it has gener-
ally been assumed that they are not subject to the kind of conceptual 
adjustment, in particular broadening, that their corresponding meta-
phors undergo; metonymic uses present an interesting challenge since 
they seem to result in an ad hoc concept which contributes to explica-
ture (truth-conditional content) but they are not instances of narrow-
ing or broadening of the encoded lexical concept.

3. Lexical semantics according to Relevance Theory

Starting with the first set of issues, let’s consider the relevance-
theoretic stance on lexical meaning. The first thing to say is that, as 
regards their encoded semantics, words are taken to be a heterogene-
ous lot: some of them encode full-fledged concepts; some encode ‘pro-
concepts’ or conceptually incomplete information (for discussion and 
examples, see Sperber & Wilson 1998: 185); some encode procedural 
meaning (constraints on pragmatic inference) and this category is 
itself very heterogeneous, allegedly including pronouns, discourse 
connectives, tense, aspect and mood indicators, particles and interjec-
tions. I will confine my attention here to those words that, arguably, 
encode full-fledged concepts.4 The central claim about these is that 
they encode atomic concepts rather than molecular (structured) con-
cepts. Abstracting away from the important formal linguistic informa-
tion (phonological and syntactic) stored in lexical entries, what this 
means is that there is a simple mapping from lexical form to mental 
concept; the concept is completely unstructured and the lexical entry 
does not specify any further information about its content or seman-
tic behaviour. In short, the position is essentially the same as that of 
Fodor’s “disquotational lexicon”: the word house means house, miser-
able means miserable, keep means keep, and so on (see Fodor 1998; 
Fodor & Lepore 2002). (However, for an important difference between 
RT and Fodor on conceptual content, see note 6 below). Given the 
heterogeneity point above, it follows that the conceptual atomism 
claim applies to only a subset of the vocabulary, albeit a sizable one, 
consisting of many of those lexical items that fall into what are infor-
mally termed ‘open word classes’, specifically nouns, verbs, adjectives 
and at least some adverbs. 
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Since the opposite view, that lexical meanings are decomposi-
tional, is widely supported, some brief discussion is in order. It seems 
to me that the Fodorian arguments against definitional lexical decom-
position are unassailable (see, for instance, J. D. Fodor et al. 1975; 
Fodor et al. 1980; Fodor 1998). The most compelling of these, perhaps, 
is that no-one has been able, despite centuries of trying, to give ade-
quate definitions for any but a tiny group of words (for example, bach-
elor, mother, and their ilk). There seem to be principled reasons why, 
for instance, natural kind terms cannot be analysed beyond the obser-
vation that a whole bunch of them entail animal or colour or plant or 
metal: what concept is to be added to colour in order to give us red, 
other than red itself, what concept(s) are to be composed together 
with animal to give us horse, and so on? Furthermore, children’s 
conceptual acquisition seems to proceed from the allegedly more con-
ceptually complex concept (mother, red, horse) to the allegedly more 
basic or primitive one (parent, colour, animal). I won’t rehearse the 
arguments in any more detail here. Most advocates of complex lexi-
cal meanings nowadays favour some kind of non-definitional form of 
decomposition (for example, Pustejovsky 1995; Jackendoff 2002: 
ch. 11; Vicente & Martínez Manrique forthcoming). I touch on some of 
the problems with this seemingly more reasonable decompositionalist 
position below.

On the relevance-theoretic view, what the encoded atomic con-
cept amounts to is an address in memory or, viewed from a different 
perspective, a basic element of the language of thought (a monomor-
phemic ‘word’ in Mentalese). The content or semantics of this entity is 
its denotation, what it refers to in the world, and the lexical form that 
encodes it, in effect, inherits its denotational semantics. This con-
ceptual address (or “file name”)5 gives access to a repository of men-
tally represented information about the concept’s denotation, some 
of which is general and some of which, such as stereotypes, applies 
only to particular subsets of the denotation. This information includes 
conceptually represented assumptions and beliefs, held with varying 
degrees of strength, and also, in some cases at least, imagistic and/or 
sensory-perceptual representations. A distinction is standardly made 
in the theory between this kind of information, which is stored in 
the ‘encyclopaedic entry’ associated with the concept, and the ‘logical 
entry’ for the concept. Logical entries consist of inference rules (rather 
than propositional representations) which are, crucially, taken to be 
content-constitutive (Sperber & Wilson 1986/1995; Horsey 2006). This 
logical/encyclopaedic distinction is rather controversial and needs a 
lot more consideration than I can give it here.6



Robyn Carston

162

Returning to the dance example in (3) above, the idea would 
be that the decoded atomic concept dance gives access to a range of 
knowledge and beliefs about the activity of dancing, including gen-
eral information (conceptual and imagistic) about the kinds of bodily 
movements it involves and about its expressive and social functions, 
information about specific kinds of dancing, and more idiosyncratic 
information (episodic memories) based on one’s own observations 
and experiences of particular instances of the activity. When Tom 
and Mary, a couple of long-standing, are walking along a busy town 
street, feeling happy and relaxed, and Mary, in romantic mood, says 
Let’s dance, she is most likely not suggesting that they break into an 
unaccompanied waltz or tango, or perform a balletic pas-de-deux, but 
rather that they walk in a more mutually attuned way, closer togeth-
er, taking lighter steps, rhythmically, in time with each other, and 
so on. The denotation of the concept expressed, dance*, is certainly 
broader than that of the encoded dance and possibly also narrower 
(it might exclude very elaborate dance-movements that require years 
of training). On the relevance-theoretic account of how this kind of 
word meaning adjustment takes place in on-line utterance interpreta-
tion, it is simply one case of a more general process of mutual parallel 
adjustment in which tentative hypotheses about contextual assump-
tions, explicatures and contextual implications are incrementally 
modified so as to yield an overall interpretation which is both inferen-
tially sound and satisfies the hearer’s expectations of relevance. So, in 
the example under discussion, the explicature let’s dance* is, at least 
partially, the result of backwards inference processes responsive to 
Tom’s on-line hypotheses about the relevance (the intended contex-
tual implications) of Mary’s utterance, implications along the lines of 
‘we are in special harmony with each other tonight; let’s enhance fur-
ther this feeling of closeness and mutual accord; we can walk together 
in a more coordinated and graceful way despite all the people around 
us, etc’. These play a shaping role in the derivation of the non-lexical-
ised, probably ineffable, ad hoc concept dance*. For much more fully 
realised accounts of the way in which the lexical adjustment process 
works, see Wilson & Sperber (2002), Vega Moreno (2007), Wilson & 
Carston (2007; 2008). 

Vicente & Martínez Manrique (forthcoming) take the position 
that the kind of ‘rampant polysemy’ entailed by the free pragmatic 
process of ad hoc concept formation just outlined is incompatible with 
the view that lexically encoded concepts are atomic and they advo-
cate a decompositional view of lexical concepts. I take it that what 
lies behind this allegation of incompatibility is the thought that, if 
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a word’s standing meaning can be adjusted/modified so that differ-
ent meanings/senses are communicated on different occasions of use, 
there must be an array of meaning components that can be played 
about with, highlighted, backgrounded, dropped, or otherwise rear-
ranged. An unstructured monolithic atom does not provide us with 
the distinct parts needed for the job. But, if this is the thinking, it is 
quite wide of the mark since the account of ad hoc concept formation 
is not semantic, not internal to the linguistic system, but wholly prag-
matic; that is, the kind of information that does the work is, for the 
most part, general encyclopaedic knowledge/beliefs about the world 
(including, in particular, information about the entities and/or prop-
erties denoted by the lexical concept). So, even if word meanings were 
decompositional, the component features or subconcepts would sel-
dom, if ever, be sufficient on their own to account for the (more or less 
indefinite) range of concepts that can be communicated by the use of a 
particular word form on different occasions of utterance. As described 
above, ad hoc concepts are an outcome of the process of finding the 
interpretation of an utterance that meets one’s expectations of (opti-
mal) relevance, that is, the interpretation which has a satisfactory 
range of cognitive implications and requires no gratuitous process-
ing effort. A requirement here is that these implications are properly 
inferentially warranted and a major source of premises for deriving 
such implications is the logical and encyclopaedic information activat-
ed by the decoded lexical concept. In short, the lexical decomposition 
issue is really not relevant at the level (conceptual, non-linguistic) at 
which this is going on.

One of the current non-definitional decompositionalist positions 
is James Pustejovsky’s generative lexicon hypothesis. According to 
this view, the lexicon consists of quite complex lexical entries; for 
instance, the entries for nouns like potato, cake, book, knife include 
information about both the origin (natural or artefactual) and the 
purpose (the telic role) of the entities in their denotations. The prob-
lems with this approach are legion (see Blutner 2002; Fodor & Lepore 
2002; de Almeida 2004; Bosch 2007; Lossius Falkum 2007). Here are 
two of them: (a) the lexical entries posited include an arbitrary sub-
set of general world knowledge (for example, that books are written 
for the purpose of being read, that windows consist of a frame (often 
made of wood) and a pane of glass, that cakes come into existence 
through human action, that knives are for cutting, and so on), and (b) 
the approach can account for only a very restricted range of cases of 
meaning modulation (not just in practice, but in principle!), leaving 
the vast bulk of context-specific senses to be explained by a pragmatic 
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account, which, once provided, will, of course, also apply to the few 
that are allegedly resolved by intra-lexical means. 

Another long-standing supporter of lexical decomposition is Ray 
Jackendoff. In Jackendoff (2002), he points out that all the stand-
ard arguments against decomposition assume that it involves other 
lexicalised concepts (words) and suggests that a more reasonable 
hypothesis is that the ingredients that make up a word’s meaning are 
some other kind of element altogether, which cannot be captured by 
using natural language forms. He makes an analogy with the physi-
cal decomposition of substances like oxygen and sulphur into elemen-
tary particles that are different in kind, such as electrons, protons, 
neutrons, and so on. But, while the general point seems sound, there 
is very little in the way of a concrete proposal about the nature of the 
(non-definitional) subatomic components that might make up lexical 
meaning. Jackendoff’s conceptual decompositions employ features 
like cause, path, object, event, state, which may, but more often do 
not, mean the same as the apparently corresponding English words, 
so it is difficult to assess the content of the proposed (partial) concep-
tual analyses. His further claim is that these non-definitional lexical 
decompositions are ‘completed’ by abstract image structures, so, for 
instance, while red would share the component concept colour with 
all other colour terms, it would be distinguished from them by its own 
particular imagistic component (Jackendoff 2002: 345-350). This pro-
posal is interesting and deserves more sustained scrutiny than I can 
give it here. As with Pustejovsky’s (1995) proposed qualia structures 
for lexical items, I think it could be reinterpreted in RT terms as pro-
viding formulations of some of the material to be found in the encyclo-
paedic entries of lexicalised atomic concepts.7

4. What are ad hoc concepts?

The questions in the domain of relevance-theoretic lexical prag-
matics that strike me as most in need of some long hard thought 
concern the nature of ad hoc concepts. Are ad hoc concepts the same 
kind of entity as lexical concepts (apart from not being lexicalised)? 
Are they atomic or decompositional (perhaps even definitional)? Do 
they have logical and/or encyclopaedic entries? What do they look 
like as mental representations (that is, what lies behind the stand-
in asterisked notation, tired*, dance*, and so on)? How stable and/or 
long-lasting are they as components of our thinking apparatus? This 
is a research programme with most of the work yet to be done and 
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I don’t have much to offer here beyond a few hunches, hopes and 
intuitions. 

Let’s consider the question of whether these pragmatically 
derived concepts are atomic or complex (decompositional). In line with 
their decompositional stance on lexical meaning, Vicente & Martínez 
Manrique (forthcoming) advocate a decompositional view of ad hoc 
concepts, so that, for instance, angel* (as in My girlfriend is an angel) 
is made up of kind, good and a few other atomic concepts. They claim 
that this is “simpler and more intelligible” than an atomistic view. 
I can see the intuitive appeal of the view (component elements get 
removed or added in), but the lack of evidence for the initial lexical 
input having the required internal structure undermines the appar-
ent simplicity and intelligibility. On the basis of the paraphrases 
often provided in the RT literature for ad hoc concepts, it might look 
as if they are being construed as decompositional; for example, dance* 
has been glossed as ‘dance in an intense, focussed, lively way’, tired* 
as ‘tired to the extent that one does not want to go out’, raw* as ‘so 
grossly undercooked as to be virtually inedible’, and so on. But the 
idea behind this is that ad hoc concepts are, generally, ineffable, in 
the sense that, as well as not being lexicalised, there isn’t a linguis-
tic phrase that fully encodes them either, and the paraphrases are 
intended as just a rough indication to aid readers in understanding 
what we have in mind in particular cases. 

A decompositional view might also seem to have been implied by 
my talk (Carston 2002: 239) of the dropping of logical properties (in 
the case of loose uses) and the promoting of encyclopaedic properties 
(in the case of narrowing), though it doesn’t strictly follow, since these 
properties are clearly not internal components of the lexical concepts 
themselves and need not be taken that way for ad hoc concepts either. 
In fact, it was my aim then, as now, to maintain a consistently atomic 
view of concepts if at all possible. 

It might be useful at this point to remind ourselves what is 
meant by ‘narrowing’ and ‘broadening’ in the theory (as so far devel-
oped): these are descriptions of the outcomes of pragmatic adjustment 
processes rather than of the processes themselves. The denotation of 
the pragmatically inferred concept is narrower or broader (or both)8 
than the denotation of the lexical concept which provided the eviden-
tial input to its derivation. The idea is not that there are two distinct 
processes – of making narrower and making broader – but rather a 
single overall pragmatic adjustment/modulation process with these 
various possible results. The perspective is essentially an externalist 
semantic one. There are important questions about the internal proc-
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esses and representations involved in the shift from (atomic) lexical 
concept to (atomic) ad hoc concept – what they are and how exactly 
they work – and these remain to be answered. Accepting that this is 
the case, I shall try now to flesh out a little the notion of an ad hoc 
(that is, pragmatically inferred) concept.

Let us suppose that Fodor has successfully dispatched the old 
empiricist idea that lexical concepts are complexes built out of a 
relatively small set of primitive atomic concepts. The next reasonable 
assumption to make is that in our thinking we are employing, as well 
as lexicalised atomic concepts, a range of atomic concepts that are not 
encoded in our particular linguistic systems (Carston 1996; Sperber 
& Wilson 1998). Given the unequivocal differences among languages 
with regard to the concepts that are lexicalised in them (the differ-
ent ways they carve up ‘semantic space’, as it is sometimes put), this 
seems pretty uncontroversial. (Cases of cross-linguistic lexical differ-
ences are familiar enough not to need extensive exemplification: for 
instance, the concept of ‘aunt or uncle’ is lexicalised in some languag-
es but not in English; the concept of ‘grandmother or grandfather’ is 
lexicalised in English but not in Serbian; English has the two words 
foot and leg where Japanese has a single word ashi, and so on). Other 
considerations that weigh in favour of the claim that our atomic con-
cepts exceed our lexicalised concepts are: (i) the (apparently still con-
tentious) view that we are born with at least some innate concepts, 
(ii) the view that children’s word learning often involves matching a 
piece of linguistic form to a concept (antecedently acquired), and (iii) 
the fairly widely accepted idea that at least some animals have some 
concepts (but, of course, no lexical items). 

So the idea here is that, although, for example, there is a range 
of English words describing states of tiredness (tired, weary, sleepy, 
bored, exhausted), it seems likely that the concepts featuring in the 
thoughts of even the monoglot English speaker concerning such states 
come in a much finer grain (that is, there are lots more concepts than 
words in this domain). So also for our ‘happy’ words and our ‘happy’ 
concepts, our words for colours such as green and red versus our 
finer-grained concepts for kinds of green and red, our words for dif-
ferent manners of walking, cutting, opening, eating, smiling, versus 
the range of concepts we possess in each of these domains, and so on 
for the rest of our open class vocabulary. I see no reason to suppose 
that these stable non-lexicalised concepts, regularly employed in our 
thinking, are not essentially the same in kind as lexical concepts; that 
is, they are atomic and just as likely to come with logical and encyclo-
paedic entries as are lexical concepts.
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The implication of this for the pragmatic process of inferring 
ad hoc concepts in utterance interpretation is that it may result in 
a tokening of one of these non-lexicalised atomic concepts which is 
already an established component of the hearer’s conceptual system. 
In such a case, the pragmatic process is more one of retrieving or 
locating the relevant concept than of constructing it. 

But, of course, other pragmatically inferred concepts may be 
quite new or, at least, have made such an infrequent appearance in 
the hearer’s thinking repertoire that there is no established conceptu-
al address for them, hence no logical or encyclopaedic entry (or, to put 
it another way, no mental file has yet been opened for them). Strictly 
speaking, these new, possibly one-off, ad hoc entities are not concepts, 
although they have the potential to become concepts, that is, stable, 
enduring components of Mentalese. Nevertheless, even in their pre-
conceptual manifestation, they can make a contribution to structured 
propositional states, specifically explicatures, alongside fully-fledged 
concepts (whether lexical or ad hoc) and play a role in warranting 
certain implications of the utterance. They are best thought of as 
metarepresentational or interpretive, where what is metarepresented 
or interpreted is whatever concept the speaker intended by her partic-
ular use of a word, and their conceptual potential is partially grasped 
by the hearer insofar as he takes them to contribute to the grounding 
of intended implications of the utterance. 

To illustrate this sort of case, consider the following example: 
suppose you and I have been discussing one of our colleagues, Lionel, 
who is a prolific producer of academic papers, but, in our view, hasn’t 
written anything new or interesting for years. Knowing that you’ve 
just read his latest offering, I ask you what it’s like and you reply:

(4)	 He’s taken ideas from several different theories and stewed them 
together. 

I interpret you as meaning (implicating) that Lionel’s new 
paper doesn’t contain any original thought, that it is a mixture of 
already existing ideas, that he has attempted to make something 
that looks like a new theory but what he has produced is, in fact, an 
unstructured mess. However, your use here of the verb stew is new 
to me; the ad hoc component of the explicature which I construct, 
based on the encoded concept stew, is not a concept already active 
in my conceptual system. It is “stew*”, which is both ad hoc and 
metarepresentational (hence the quotation marks). Based on what I 
know already about ‘stewing’, both as a value-neutral culinary term 
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and as a term with negative connotations in The tea was stewed and 
She got into a stew over her lost keys, together with the specifics of 
the current context, I can figure out that as used here it is a some-
what negative expression denoting the process of putting together 
various disparate bits and pieces and failing to produce anything 
from them that is fresh or clearly articulated. Although this ‘con-
cept’ is new to me and I might have to think a bit before trying to 
employ it myself, it does the job quite adequately in this particular 
one-off communicative exchange where the intended implications 
are plain enough.9

This is not a particularly distinctive new use of the verb stew and 
at least some of the clues for how to construe it are readily available 
from more well-established uses. There are, no doubt, more creative 
new uses than this one, which are more strikingly distinct from exist-
ing concepts associated with the word form. Because they will be less 
closely related to any concept already established in one’s Mentalese 
repertoire, they are likely to be harder for a speaker to come up with 
and for a hearer to grasp, and are more likely to be found in carefully 
crafted literary texts. 

The overall picture, then, is one of pragmatically inferred 
(retrieved or constructed) ad hoc concepts that range from those that 
already have a firm presence in the hearer’s cognitive system and so, 
in that sense at least, are not ‘ad hoc’, to those that are entirely ad 
hoc (new, occasion-specific) but don’t qualify (yet) as full ‘concepts’, 
with probably various intermediate cases (involving degrees of ad 
hocness and/or degrees of conceptualness). 

5. Ad hoc concepts and figurative language use

The second set of issues that falls within this general area of a 
free pragmatic process of ad hoc concept formation concerns whether 
and, if so, how this construct plays a role in an account of our under-
standing of certain figurative uses of language such as hyperbole, 
metaphor, simile, metonymy, synecdoche and epizeuxis (immediate 
word repetitions). Here I will focus on metaphorical uses, with some 
consideration of corresponding similes. As is well-known, within cur-
rent relevance theory, comprehension of a metaphorical use is a case 
of ad hoc concept formation where, crucially, the concept inferred is 
much broader in its denotation than the lexical concept from which it 
was derived.10 Corresponding similes, on the other hand, are assumed 
to work rather differently and it is the literal lexical concept, rather 
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than the broadened ad hoc concept, that appears in their explicature, 
as in (5d), communicated by the simile in (5c): 

(5)	 a. John is a shark
	 b. John is a shark*
	 c. John is like a shark
	 d. John is like a shark

The reason for this seems clear enough: it would make little 
sense to say of someone who is a member of a certain category (here 
shark*) that he is (merely) like things in that category; that would be 
comparable to saying that an apple is (merely) like a fruit or a robin 
is (merely) like a bird (Carston 2002: 357-358). 

Nevertheless, one might feel there is something amiss here in 
that what is communicated by (5a) and (5c) is surely very similar, if 
not identical (perhaps just differing in directness or force) and yet 
the key concept in the explicature in each case is quite different: the 
denotation of shark* has a radically broader denotation than shark 
since, as well as actual sharks, it includes some human beings. The 
apparent closeness in the meaning of metaphors and correspond-
ing similes has been captured in other theories in various ways; for 
instance by treating metaphors as ellipsed similes or by treating simi-
les as hedged metaphors. 

In fact, contrary to the ‘same meaning’ intuition, there is empiri-
cal evidence that people interpret metaphors and similes rather dif-
ferently. Glucksberg & Haught (2006) found that experimental partic-
ipants made different judgements about the acceptability/aptness of 
corresponding metaphors and similes and that their interpretations 
of metaphors were more likely to involve emergent properties (that 
is, properties that are not directly associated with either the meta-
phor topic or vehicle) than their interpretations of the corresponding 
similes. O’Donoghue (2009) points out that there are instances of 
similes which simply have no direct metaphorical counterpart (and 
vice versa) and she makes a persuasive case for there being certain 
contexts in which similes are a more effective communicative device 
than their corresponding metaphors. Both of these studies support 
accounts, such as the RT one, which take the concept explicitly com-
municated by metaphors and similes to be different. Finally, it’s 
worth noting that autistic people who find metaphorical uses dif-
ficult to understand seem to be much less troubled by similes (see 
Happé 1993), although exactly what they understand as communi-
cated by the simile cases is something that needs closer investigation.
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Focusing now on metaphor alone, in recent years the ad hoc 
concept account of metaphor comprehension has been developed in 
some detail (Carston 2002; Vega Moreno 2007; Wilson & Carston 
2008; Sperber & Wilson 2008) and has led to new questions and, 
of course, criticisms. One interesting question concerns how emer-
gent properties are to be accounted for. For example, understanding 
Robert is a bulldozer might well include deriving the implication 
that Robert is insensitive, but insensitive is not likely to occur in 
the hearer’s encyclopaedic entry for bulldozing machines (the meta-
phor vehicle). Pilkington (forthcoming) considers this question and 
criticises some existing accounts that try to explain property emer-
gence in wholly conceptual inferential terms. He argues that mental 
imagery (across a range of sensory modalities) plays a central role 
in accounting for emergent properties in metaphor comprehension 
and, following McGinn (2004), he insists that imagery is a distinc-
tive type of mental category which is not reducible to the conceptual. 
Taking the case of Robert is a bulldozer, the way properties emerge 
is through imagining or (mentally) seeing Robert as a bulldozer and 
then, by internal scrutiny of that mental image, ‘reading off’ prop-
erties which can be represented conceptually as insensitive, over-
bearing, unswerving (or as related non-lexicalised concepts, such as 
unswerving*). I agree with the general direction of these remarks 
(see Carston 2002: 349-356) and believe that future work within 
RT on the pragmatics of various kinds of ‘figurative’ language use, 
including metaphor, should look more closely at the role of imagistic 
representation.

A second question, one that has interested me for some time, con-
cerns just how far we should or can take the ad hoc concept approach, 
what range of cases it applies to. While it provides a neat and con-
vincing account of how we understand spontaneous conversational 
(often somewhat conventionalised) cases of metaphor, such as John is 
a shark, That surgeon is a butcher, She bulldozed the entire commit-
tee into acquiescence, and so on, it is not obvious that it carries over 
to more innovative cases or to those that are extended and developed 
over a stretch of discourse/text (perhaps a whole poem). Consider the 
following familiar example (truncated in the interests of space):

(6)	 All the world’s a stage,
	 And all the men and women merely players:
	 They have their exits and their entrances;
	 And one man in his time plays many parts,
							       (Shakespeare: As You Like It, 2/7)
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In this developed metaphor (or metaphorical ‘conceit’), it seems 
unlikely to me that comprehension involves the formation of a series 
of (radically broadened) ad hoc concepts (stage*, players*, exits*, 
entrances*, parts*, and so on). Rather, what seems to go on is that a 
literal interpretation of the whole text is maintained and is metarep-
resented as a whole, so that what we have is a representation of an 
imaginary state of affairs in which human life takes place on a large 
theatre stage, and the phases of each person’s life and the activities 
he or she takes part in are a matter of acting out a pre-existing script. 
Our mental representations of this non-actual, imagined world are 
compartmentalised and sealed off from our factual beliefs (our repre-
sentations of the actual world), as with games of make-believe or pre-
tence and other surreal or fantastical conceptions that we recognise 
as such. Processing of the (strictly false) literal interpretation within 
the metarepresentation will yield a range of implications and other 
effects, some of which will be judged to apply to the actual world, 
that is, to be true (for instance, ‘The course of human life is largely 
predetermined’, ‘We are powerless against the passing of time’, ‘Most 
of our activities and concerns are of only momentary significance’, 
and so on). The hearer/interpreter may disembed these implications 
from the metarepresentational frame, taking them as speaker-meant, 
and carry them over into his descriptive mental representation of the 
actual world. 

This, clearly, is a very different sort of interpretive process from 
the lexical pragmatic mechanism of ad hoc concept construction, so 
it might look as if I’m claiming that there are two kinds of metaphor 
(the lexical and the extended). Rather, I see it as a matter of process-
ing load or threshold: there’s a point up to which interpreters can 
and do adjust or modulate the literal encoded meaning (that is, con-
struct ad hoc concepts to fit the world as they know it) and beyond 
which they don’t/can’t. When this point is reached, the literal mean-
ing is maintained but, given that it is clearly not speaker-meant, it is 
metarepresented and held, as it were, for further processing. There 
may be individual differences as regards the tipping point for mov-
ing from the one mode of processing to the other. Clearly, a lot more 
needs to be said about how this second kind of interpretation works, 
the kind of effort it requires and the effects it achieves, and whether 
the processes involved are to be thought of as more controlled and 
reflective than the fast, automatic pragmatic processes engaged in 
the comprehension of ordinary conversational lexical metaphors. For 
more detail, see Carston (2010).11
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6. Conclusion: Lexical semantics/pragmatics and neuropragmatics

As will be amply evident from the previous sections, there are 
many open questions about the nature of ad hoc concepts and the role 
they play in ostensive communication, and one might even question 
whether there really are any such entities. Debate about this at the 
theoretical level has scarcely begun and few questions have been for-
mulated precisely enough yet for serious experimental investigation. 
There are almost as many unresolved issues concerning the nature 
of lexically encoded word meanings, though the debate in this area 
has been alive and kicking for many years, especially regarding the 
issue of the internal structure of word meanings. Whether current 
brain scanning techniques or event related potential (ERP) measures 
or any of the other investigative methodologies of neuroscience could 
cast any evidential light on this question seems unlikely to me. For 
instance, suppose that certain brain areas or sections of neural cir-
cuitry ‘light up’ when a particular word is accessed (in a particular 
context) or that the N400 component of an ERP is larger for one word 
than for another (in a particular discourse context). Suppose also 
that this can be taken to be indicative of something about the kind of 
‘meaning’ (information, conceptual features) that has been activated 
by the word or about the ease/difficulty of integrating it with already 
represented meaning. Although interesting in itself, it’s hard to see 
how this sort of finding could help us with the more fine-grained 
question of whether that information (or conceptual feature) is a 
component of the internal semantics of the word (its lexically encoded 
meaning) or, rather, is an element of the encyclopaedic information 
associated with the (possibly atomic, internally unstructured) concept 
encoded by the word.12

However, there are some broader-brush issues concerning ‘expli-
cature’ and lexical pragmatics generally, and others concerning meta-
phorically-used language specifically, which might be more neurosci-
entifically tractable. Some of these questions have been around for a 
while and others arise from distinctions made in this paper:

1.	Do the various pragmatic modulations of word meaning 
(ad hoc concepts) contribute to explicature (often equated with the 
truth-conditional content of the utterance), as claimed (and argued 
for) in Relevance Theory, or are they, following a more Gricean 
approach, merely implicated (implicitly communicated, non-truth-
conditional)?
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2.	 Is there a single process of pragmatic modulation or lexical 
adjustment which, as claimed in RT, can result in a narrower concept, 
a broader concept, or one that is some kind of combination of the two, 
or are narrowing/enriching and broadening/loosening really distinct 
processes, with possibly distinct representational effects (only one of 
them contributing to explicature perhaps)?

3.	 More specifically, does metaphorical meaning contribute to 
explicature, as claimed in RT, or should it, differently perhaps from 
other kinds of lexical adjustments, be understood as having merely 
implicated effects?

4.	 Is there a continuum of loose uses between banal cases of 
concept broadening (such as approximations), category extensions, 
hyperboles and metaphors, with no clear cut-off points between them, 
as claimed in RT (see note 10), or is metaphor a distinct category of 
language use with its own special properties, as claimed in many 
other theories of language use?

5.	 Does imagistic representation and imagery processing play a 
more central or dominant role in the comprehension of metaphor than 
in literal language use? 

6.	 Are there distinctive modes of processing for different kinds 
of metaphor, perhaps distinguishing spontaneous and relatively con-
ventional instances, on the one hand, and more creative or developed 
cases, on the other, as suggested in this paper? 

7.	 Widening out again, are the pragmatic processes involved 
in the recovery of the explicature of an utterance, including lexical 
adjustment processes, properly inferential and just as sensitive to the 
speaker’s communicative intentions as those deployed in implicature 
derivation, as claimed in RT, or are they local ‘dumb’ associative proc-
esses, sensitive only to least-effort contextual fit considerations, as 
suggested by Recanati (2004)?

Any empirical evidence from cognitive neuroscience (or anywhere 
else for that matter) bearing on these questions would be very welcome.
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contribute to this special issue on neuropragmatics and for ongoing support and 
advice throughout the writing process. I gratefully acknowledge funding from the 
Centre for the Study of Mind in Nature, University of Oslo.
1	 What characterises a modular cognitive system from the perspective of the 
evolutionary psychologists is not so much the set of properties that Fodor (1983) 
ascribed to perceptual input systems (being local, fast, mandatory and encapsulat-
ed), but “the presence of dedicated mechanisms, (typically biological adaptations 
to regularities in some domain) which cannot be seen as special cases of more gen-
eral mechanisms operating in broader domains” (Wilson 2005: 1131).
2	 I note some rather negative assessments of what brain imaging can reveal 
about cognitive processes, from the strong position of Fodor (1999), who argues 
that brain maps are, in principle, incapable of telling us anything of interest 
about mental functions, to the milder report of Coltheart (2006), who claims that 
they haven’t told us anything about the mind so far (but see rejoinders in the 
same issue of Cortex 42), to Geurts (2008) who, focusing specifically on language 
processing (syntactic, semantic and pragmatic), finds existing fMRI studies in this 
area to be mostly ill-conceived, poorly designed and over-interpreted. Geurts does, 
however, hold out greater hope for ERP studies due to the high temporal resolu-
tion of the data they provide.
3	 This notion of ad hoc concepts should be distinguished from Lawrence 
Barsalou’s notion of ad hoc categories. The latter are categories that people con-
struct in particular situations to achieve particular goals (e.g., the category of 
‘things I need to take with me on a short trip’, ‘ways to keep stress to a minimum 
when writing a conference presentation’), as distinct from common established 
categories, such as ‘birds’, ‘furniture’, ‘games’ (see, e.g., Barsalou 1991). As regards 
concepts, Barsalou’s view is that they are quite generally not stored in long-term 
memory but are temporary, highly context-sensitive entities, constructed in work-
ing memory: “[…] people have the ability to construct a wide range of concepts in 
working memory for the same category. Depending on the context, people incor-
porate different information from long-term memory into the current concept that 
they construct for a category” (Barsalou 1987: 118). On this account, then, every 
concept is ad hoc and so the meanings of words cannot be concepts. In RT, on the 
other hand, concepts are seen as relatively stable enduring mental structures 
which can function as word meanings (see, for instance, Sperber & Wilson 1998).
4	 Elsewhere, I have speculated that encoded word meaning (of the allegedly 
conceptual sort) might be better construed as, quite generally, not a matter of 
full-fledged concepts but something much more schematic and abstract, not a 
component of thought as concepts are (Carston 2002: 359-364). Clearly, any such 
position would have significant ramifications for pragmatics – for instance, the 
process of ad hoc concept formation would become perfectly general and obliga-
tory in comprehending words in context, and it would not be a ‘free’ pragmatic 
process because it would no longer be entirely pragmatically motivated. I set the 
idea aside for the purposes of this paper, but it has a great deal going for it, in my 
view, and seems to be gaining ground, albeit in various guises (see, for instance, 
Bosch 2007; Pietroski 2008; and Pritchard 2009).
5	 Fodor (2008) adopts the metaphor of mental “files” which seems to be pretty 
much equivalent to relevance theorists’ talk of conceptual addresses, which give 
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access to various kinds of information. For instance, he says: “When you are intro-
duced to John […] you assign him a Mentalese name and you open a mental file, 
and the same Mentalese expression (M(John)) serves both as John’s Mentalese 
name and as the name of the file that contains your information about John; […] 
according to this story, we think in file names; tokens of file names serve both as 
the constituents of our thoughts and as the Mentalese expressions that we use to 
refer to things we think about” (Fodor 2008: 94-95, emphasis in the original).
6	 It is on this point that RT and Fodor part company. Although early Fodor (as 
in Fodor 1975; J. D. Fodor et al. 1975; and Fodor et al. 1980) advocated conceptual 
inference rules (or meaning postulates) for capturing the validity of arguments 
such as ‘X kill Y ‡ Y die’ and ‘ X red ‡ X coloured’, later Fodor (since at least the 
early 1990s) renounced these, along with any other kind of conceptual/inferential 
role semantics (see, in particular, Fodor 1998: 108-112). On this later view, con-
tent is constituted wholly by nomological relations between mental symbols and 
the world (entities or properties), and, as shown by Quine, there is no principled 
analytic/synthetic distinction. Within relevance theory, on the other hand, the 
logical/ encyclopaedic distinction has been robustly defended by Richard Horsey 
(2006), using both evolutionary considerations and developmental work on con-
cept acquisition (following ideas set out by Dan Sperber 1994; 1997). Thus, this 
is a psychological distinction and does not coincide with the (probably untenable) 
philosophical analytic/synthetic distinction.
7	 In his review of this paper, Alessandro Lenci objected to my atomistic stance 
on lexical concepts and pointed out that most psychological models of concepts and 
thus of word meanings are decompositional (that is, they represent lexical con-
cepts as made up of clusters of features), citing Vigliocco & Vinson (2007). In fact, 
what that paper makes clear is that most psychologists simply presuppose that 
lexical concepts are decompositional and develop their models on that basis. There 
are quite different kinds of features proposed in different psychological models, 
ranging from those that are highly abstract (e.g., thing, event, state, path) to 
those that are ‘embodied’ (fundamental aspects of our sensory-motor functioning) 
and some of them seem to be clearly contingent properties of the real world enti-
ties denoted by the concept/word (e.g., <domesticated> vs. <wild>, <having a tail>, 
<having four legs>, for various animal terms).
	 It seems that there is still no end in sight to the atomism/decompositionalism 
debate(s). But what strikes me is how different the concerns and criteria are that 
different theorists bring to their accounts of concepts (and word meaning). For 
philosophers like Jerry Fodor, key constraints on an adequate account of concepts 
include their interpersonal shareability (the ‘publicity’ constraint) and the com-
positionality of their content (see Fodor 1998). For many psychologists, on the 
other hand, models of conceptual structure (and of word meaning) are shaped by 
(i) ‘feature norms’ derived by canvassing speakers’ reflective assessments of the 
central features of the meaning of words, and (ii) more direct (on-line) measures 
(behavioural and neuroscientific) of feature activation in participants’ minds when 
particular words are presented to them. It is far from obvious, then, that the label 
‘concept’ refers to the same entity for both parties (and very clear that the term 
‘semantic’ does not) so that little conciliatory progress is likely to be made until 
these differences are mapped out and resolved. 
8	 Instances of lexical meaning modulation that result in an ad hoc concept which 
is both broader in some respects and narrower in others than the linguistically 
encoded meaning are not unusual (see discussion in Carston 2002: 334) and may 
well be the standard outcome for metaphorical uses (see Carston forthcoming).
9	 These embryonic thoughts on metarepresentational ad hoc proto-concepts 
obviously need a lot of development. However, there is a nice link, yet to be pur-
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sued, with a discussion in Sperber (1985: 50-53) on what he calls “semi-proposi-
tional” representations, that is, conceptual representations which are not fully 
propositional in that they include an “unanalysed or incompletely analyzed term”. 
Such a term is a metarepresented component of the conceptual representation. 
One of his examples concerns a (communication-derived) belief held by Bob that 
stagflation is a problem in Western economies, where Bob is not quite sure what 
the word stagflation means. Here we have metarepresentation of a word whose 
lexically-encoded meaning is yet to be pinned down, while in my example in the 
text the encoded meaning (of stew) is known, but what is not fully grasped is the 
ad hoc concept the speaker intended by her particular use of the word. There are 
clear similarities between the two phenomena. See also Sperber (1997) on reflec-
tive concepts (which are metarepresentational) as distinct from intuitive concepts.
10	 A further distinctive RT claim is that while metaphorical use involves a quite 
radical broadening of denotation, it is on a continuum with other cases of loose 
use, including approximations and hyperbolic uses, and there are no sharp cut-
off points between these uses of language (consider Her husband is a saint – is 
it hyperbolic, metaphoric or both?). Thus metaphors are not to be thought of as a 
natural kind or as having any special distinctive properties. This continuity view 
is distinct from the idea that metaphorical use involves ad hoc concept construc-
tion and it is quite possible to advocate either one of them without the other. 
Unlike the relatively recent ad hoc concept account of metaphor, the continuity 
view has been around since the early days of RT in the 1980s; for a recent vigor-
ous defence of the claim, see Sperber & Wilson (2008).
11	 Metonymic uses of language raise new issues since they are plainly not cases 
of lexical/phrasal narrowing or broadening (for example, The twinset and pearls 
seems to be offended, No comment from Buckingham Palace, She married a free 
ticket to the opera). There seems to be a fairly regular pragmatic process of using 
a highly salient characteristic of a person or persons as an abbreviatory means of 
referring to them. Many of these are familiar and routine (Downing Street, The 
White House, The Guardian, and so on), but other, more novel, cases can have a 
range of more or less striking effects. Exactly how (and even whether) they are 
to be analysed within the general lexical pragmatic approach presented here 
remains to be seen.
12	 The discussion in Van Berkum (2009 and this issue), which is much more alert 
to the distinction between linguistic and pragmatic processing than most neuro-
cognitive work in this area, indicates clearly what a coarse-grained index of utter-
ance processing the N400 is. It seems that N400 amplitude is affected by degree 
of linguistic semantic coherence/anomaly, by degree of coherence with wider dis-
course context, by the extent to which the utterance achieves optimal relevance 
for the hearer, and by a range of other features which might cause a temporary 
processing blip but which are strictly irrelevant to the retrieval of the communi-
catively-intended content (explicatures and implicatures), such as whether the 
linguistic content meshes with stereotypes based on the speaker’s sex or social 
class or age. In fact, the N400 seems to be affected by just about any interpretive 
‘surprise’ (e.g., seeing someone who is apparently about to shave himself reach 
for a rolling pin) and so is not even specific to pragmatic processing. As Valentina 
Bambini (p.c.) says, the general point here is also true of the P600 and probably 
of all electrophysiological components, so we should not expect specificity of these 
components. She believes that we can derive useful results from ERP but only if 
we ask it ‘the right questions’ (as for all experimental techniques).
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